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Abstract
Recent works have identified both risks and opportunities afforded by robot gendering. Specifically, robot gendering risks
the propagation of harmful gender stereotypes, but may positively influence robot acceptance/impact, and/or actually offer a
vehicle with which to educate about and challenge traditional gender stereotypes. Our work sits at the intersection of these
ideas, to explore whether robot gendering might impact robot credibility and persuasiveness specifically when that robot is
being used to try and dispel gender stereotypes and change interactant attitudes. Whilst we demonstrate no universal impact of
robot gendering on first impressions of the robot, we demonstrate complex interactions between robot gendering, interactant
gender and observer gender which emerge when the robot engages in challenging gender stereotypes. Combinedwith previous
work, our results paint a mixed picture regarding how best to utilise robot gendering when challenging gender stereotypes this
way. Specifically, whilst we find some potential evidence in favour of utilising male presenting robots for maximum impact
in this context, we question whether this actually reflects the kind of gender biases we actually set out to challenge with this
work.
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1 Introduction

Previous works in social Human–robot interaction (HRI)
have demonstrated that social robots can influence user
attitudes and behaviour. A number of such works have
specifically been concerned with if/how HRI designers can
utilise social robot design and behavioural cues, including
manipulation of the robot’s gender presentation, to maximise
its persuasive effects and acceptability [1–3]. Simultane-
ously, however, there exists increasing awareness amongst
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researchers that the (arbitrary) gendering of robots risks the
prorogation of harmful gender stereotypes [3–5] alongside
a suggestion that robots might actually be able to subvert
and challenge these whilst boosting their credibility in the
process [6]. Our work sits at the intersection of these ideas,
as we investigate the impact of robot gender presentation
when using a social robot to challenge gender stereotypes.
We suggest this is an application of attempting to influence
user attitudes with robots in-line with other applications of
social robots for user attitude and/or behaviour change [7,8]
which is well-motivated by the continuing lack of gender
diversity currently seen in robotics and AI related profes-
sions [4] (akin to using robots for encouraging young people
to study robotics [9]) and/or as an active exercise in feminist
social robot design [6].

Previous works examining the influence of robot gen-
dering on robot persuasiveness have yielded mixed results;
however, the relevance of robot gendering (or lack thereof) is
likely connected to the context of interaction [10,11]. Some
studies have concluded that robot gender has little to no effect
on users’ engagement with robots [12] nor their perception
of robot competency for different occupations [3], even in
the context of highly gendered professions such as education
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[13], which is typically conceived as a ‘feminine’ profes-
sion [3]. However, other studies have identified significant
differences between how (otherwise equivalent) male and
female presenting robots are rated for e.g. emotional intelli-
gence [14] or agency [2]; essentially providing evidence for
the notion that gender stereotypes and gendered expectations
of behaviour do carry over from human–human to human–
machine interaction [15]. Previousworks have also identified
that it might be the interaction between robot gendering
and interactant/observer gender, rather than robot gendering
per se, that is responsible for influencing interactions with
gendered robots [1,16–18]. Work investigating robot non-
compliance in HRI demonstrated interactions between robot
gender, interactant gender and observer gender, essentially
showing that overall perception of a gendered robotwas influ-
enced by the gender of the person the robot was talking to
and the gender of the person observing that interaction [19].
This work demonstrates how gendered behaviour expec-
tations intersectionally emerge from a number of factors
including interactant(s) gender as well as the conversational
topic/pertinent politeness norms/violations at play.

Previous work thus makes it difficult to predict if/how
robot gendering might influence robot credibility, persua-
siveness and impact when challenging gender stereotypes,
but indicates we might expect this to be influenced by who
the robot is talking to (the interactant), who is observing (the
observer) and who/what the robot is talking about. In this
work we therefore investigate how robot gendering, interac-
tant gender and observer gender might interact to influence
the perception of a social robot in the context of challeng-
ing gender stereotypes. We also examine whether this varies
based on who the robot is talking about, i.e. whether the
robot is challenging a stereotype about men or women, given
that we might also expect (mis)matching effects between the
gender being stereotyped/discussed and robot, interactant or
observer gender to play a role in perception of the interaction.
Further, we examine whether any impact of robot gendering
is immediate on initial observation of the robot, or rather
emerges only once the robot engages in attempting to chal-
lenge gender stereotyping by interactants.

We conducted a video-based, online user study demon-
strating a conversation between a robot and two persons
discussinggender stereotypes in society.The robotfirst draws
attention to an undesirable gender trend and expresses a
desire to change things, proceeding then to further engage and
rationalise with a seemingly unconvinced actor (our interac-
tant) who appears to subscribe gender stereotypes associated
with that trend. We manipulated the gender presentation of
the robot, the gender of the unconvinced interactant, and the
gender stereotype being discussed.

1.1 Research Questions

Fundamentally concerned with wanting to inform the design
of social robots which have maximum potential to challenge
gender stereotypes, and to understand the role robot gender-
ingmight play in this context, we posit the following research
questions:

(RQ1) Does robot gendering (and any interaction with
observer gender) influence the baseline credibility of a social
robot, i.e. before it is observed engaging in dialogues about
gender/disagreeing with one of the actors?

(RQ2) (How) does ascription of credibility and likeability
to the robot vary across our gender manipulations and/or
participant observer gender after it is observed challenging
gender stereotyping by an interactant?

(RQ3) (How) does the robot’s perceived ability to have an
impact on society change across our gender manipulations
and/or observer gender?

(RQ4)Towhat extentmight watching social robots challenge
gender stereotypes influence observers’ own gender biases?

2 RelatedWork

Muchof socialHRI research is centred on understanding how
particular robot design and/or behavioural cues can influence
participant perceptions of/behaviour with that robot during
an interaction. A number of suchworks specifically represent
attempts to manipulate the credibility, persuasiveness and/or
social influence of the robot in the context of influencing user
behaviour [20–22]. Some such works have specifically con-
sidered robot influence on (im)moral user behaviours, e.g.
attempting to increase charity donations [23], change per-
ceptions of property damage [24] and prevent littering [8].
We suggest that using social robots to educate about, chal-
lenge and dispel gender stereotypes, with the aim of reducing
gender bias in users, represents another such application of
using social robots to positively influence user attitude and
behaviour. In the first instance, this is motivated by litera-
ture regarding stereotype malleability, which suggests that
implicit and automatic gender biases can be influenced both
by education about diversity [25] (cf. the overall role played
by our robot) and by exposure to counterstereotypic gen-
dered role models challenging gender stereotypes [26] (cf.
our (fe)male robot challenging (fe)male stereotypes). Fur-
ther, we suggest this application is well motivated by calls
to consider how explicitly gendered social agents can chal-
lenge rather than propagate harmful gender norms [4–6].
We conceptualise our investigation of robot gendering as
an attempt to maximise the robot’s persuasiveness, hence
employing language and theory from human–human per-
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suasion literature that has previously proven pertinent for
designing effective socially assistive robots [20].

2.1 Persuasion, Credibility and Likeability

There exist numerous models of persuasive processes and
associated underlying theories of cognition and behaviour
in the human psychology literature. Considering our robot,
we focus on the concepts of credibility and likeability, on
the assumption that increases in either are likely to yield
increased persuasiveness/impact. This is generally under-
stood to be true for human communicators [27] but particu-
larly so in cases where listeners are not overly invested in,
cannot or do not want to engage with the subject matter of the
persuasivemessage itself, and are hencemore likely to be per-
suaded (or not) based on their assessment of the speaker (cf.
the Elaboration Likelihood Model (ELM) [28,29]). Whilst
the extent to which observers may be invested in our persua-
sive (anti-gender stereotyping) message is likely to vary, we
posit the ELM (and surrounding literature regarding com-
municator credibility cues) to be useful for informing social
robot design choice and understanding any resultant impacts
onHRI, and have successfully used it thus previously inwork
on persuasive robots for exercise motivation [20].

Regarding gender as a persuasive communicator cue,
it’s been suggested that repeat results indicating men are
more influential than women (see e.g. [30]) reflect gendered
behavioural expectations e.g. with regards to communication
style rather thanpersuasive ability per se [31].Regardinggen-
der and persuadability the evidence is mixed. Some works
have indicated a positive impact of speaker-listener sex mis-
matching (greater for males persuading females then females
persuadingmales [32])whilst othersmaintain there is no gen-
eralisablemodel linkingone’s gender or sex topersuadability,
rather only individual and (likely gendered) differences in
one’s goals, plans, resources and beliefs [33].

2.2 Gender Stereotypes

Gender stereotypes generally revolve around (binary) expec-
tations of masculinity and femininity. Even as these con-
structs are increasingly considered a two-dimensional model
of gender (allowing for androgyny but still arguably failing
to properly account for the spectrum of human gender iden-
tity) there appears to have been little change in how these
constructs are applied to men and women in recent years
[34].

Whilst research links some current gender stereotypes to
physiological differences between men and women [35] oth-
ers are appear to be more fundamentally inherited from, then
reinforced by, societal norms and expectations.Among these,
there is the belief that women are better fit for childcare
[36,37] and less fit for careers [38], with women working

in stereotypically men’s jobs being perceived as less femi-
nine [39]. Stereotype-breaking behaviour has been shown to
be effective in counteracting these expectations [40]. Expo-
sure to stereotype nonconforming role models e.g. women
working in traditionally men’s jobs [41] or men taking time
from work to care for their family [34]) has been shown to
reduce the effects of these stereotypes (although the effect is
most often measured in a limited time span).

Work on conversational agents has demonstrated that
gender bias and expectations of behaviour map into human–
machine interactions, even in the context of unimodal speech-
based interactions [42,43]. Such work, in part, motivated
UNESCO critique of gendered AI in the context of the con-
tinuing digital skills divide [4], which in turn has motivated
work examining gender-norm breaking robot behaviour and
applications in HRI [6,44].

Specifically concerning how a (gendered) robot might
respond to gender stereotyping inHRI,Winkle et al. explored
perceptions and potential impact of a female presenting
robot utilising different responses to sexist stereotypingwhen
encouraging girls to consider studying computer science [6].
The results suggest that the best way for robots to respond to
sexist tropes and stereotyping may be to provide a rationale-
based counter-response, in their case e.g. pointing out that
gender-balanced teams build better robots. We build on this
work specifically by examining the impact of manipulating
robot gender presentation when countering sexist stereo-
typing using this kind of rationale-based response. This
is motivated by other works in HRI that give us reason
to believe that manipulation of robot gender presentation
itself might influence the robot’s effectiveness (its credibility
and/or persuasiveness) in the proposed application of chang-
ing attitudes around gender stereotypes.

For example, Eyssel and Hegel demonstrated that stereo-
typically male and female tasks were deemedmore appropri-
ate for male and female presenting robots respectively [2];
although recent work by De Bryant et al. failed to replicate
this finding [3]. Work by Reich et al. actually suggested that
a mismatch between task gender typicality and robot gen-
dering might be beneficial in an educational environment,
possibly suggesting a preference for gender norm-breaking
robots [45]. Further complicating the question of how robot
gendering might influence robot persuasiveness are works
which demonstrate an interaction between robot gender and
user/participant gender. For example, it has been shown that
a mismatch between the two may improve psychological
reactance [1] while other research suggests that robots are
better perceived when their gender matches that of partici-
pant or observer [19], and other research notes the interaction
between robot gender and participant sex is complicated,
interacting with other factors such as embodiment [17].

All together, these works point to a complicated rela-
tionship between robot gendering, interactant/user gender
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and observer gender which is likely to influence perception
and/or effectiveness of a robot attempting to challenge gen-
der stereotypes. We expect this to be particularly true for our
use case scenario given previous demonstrations that gen-
dered politeness norms map into HRI when robots express
disagreement with the user [19].

3 Methodology

We designed an online, video-based study in which partici-
pants watched a recording of a dialogue between two actors
(a man and a woman) and a social robot, as seen in Fig. 1.We
used the Furhat robot1, a humanoid head that allows for easy
manipulation of gender presentation through voice and visual
cues2.

In the video, the robot identifies a specific gender trend
associated with gender stereotypes: the under-representation
of women in STEM being linked with stereotypes regard-
ing women’s lack of suitability for/interest in these topics
and the low proportion of men taking full parental leave
being linked with stereotypes regarding men’s lack of suit-
ability for/interest in childcare (see dialogue references and
footnotes for motivating material). The robot starts the con-
versation with a brief introduction to the topic, at which
point one of the actors (our interactant) interrupts and chal-
lenges the need for change pitched by the robot. Specifically,
the interactant claims that the noted trend is likely due to
objective gender differences in skill or preference, appear-
ing to consider the associated stereotype as objective reality.
Whilst the latter part of the dialogue involves this interactant
only, the continued presence of the second actor ensures that,
regardless of biased interactant gender (manipulated across
our conditions), the robot always appears in front of a mixed
gender audience (a man and a woman) avoiding additional
gender specific expectations that might be associated with all
male/female environments.

The dialogue ends with the robot trying to persuade
the interactant otherwise, first arguing for equal treat-
ment/opportunities and then following up with rationale-
based argumentation onwhy it’s also objectively beneficial to
change the trend as this type of argumentation was shown to
be effective in previous work [6]. We hypothesised that gen-
dered politeness norms pertinent to this exchange, previously
shown to be pertinent inHRI [19],might change participants’
perceptions of the robot compared to first impressions/seeing
the robot talk about something more neutral. In order to
examine this, participants were first shown a short intro-
ductory video in which the robot and the actors introduced

1 https://furhatrobotics.com/.
2 All the full videos are available at https://youtube.com/playlist?
list=PLJQ5Uh6-MpwgkWH5UuNYS0VFu8y1-QUhd.

Fig. 1 The setup for the video scene, demonstrating our female pre-
senting robot, as well as our male and female actors. Robot and actor
name were also included within subtitles throughout the dialogue.

themselves without any reference to gender stereotypes nor
the proposed purpose of the robot (see the Introductory dia-
logue presented in Table 1).

3.1 Experimental Conditions

We created 8 versions of the video stimulus across which
we manipulated robot gender presentation, the gender of the
(biased) interactant challenging the robot, and the gender
stereotype being discussed to create 2 × 2 × 2 between-
subject study design. We note that one suggestion for
minimising the risks associated with robot gendering is to
specifically have them display gender ambiguous and/or
specifically non-binary gender cues [4]. However, humans
have a strong tendency to attribute gender to machines,
regardless of the designers intent [5,15] and gender ambi-
guity in the Furhat specifically has been shown to increase
uncanniness [18], which we predict would have a nega-
tive impact on persuasiveness. For this reason, we limit
our current study to a consideration of binary robot gender
presentations (male and female) and, given our interest in
interactions between robot and user gender, also specifically
recruit men and women participants. We hope to expand out-
side of this gender binary on both counts in future work.

Given the complicated interactions between robot gen-
dering and participant gender described in Sect. 2, as well as
notions of credibility regarding persuaders ‘investment’ in
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Table 1 Full dialogue across the initial, introductory video and the follow-up video showing the robot introducing a gender trend and engaging
with a seemingly sceptical and gender-biased actor, whom the robot tries to convince of the importance of tackling this.

Introductory dialogue

[Robot]: Hi I’m {Robot’s name} and today I will walk you through a discussion about gender roles in modern society. But before that,
I would like to get to know you better, can I ask for your names?

[Actor 1]: I’m {Actor’s name}. [Actor 2]: And I’m {Actor’s name}.

[Robot]: Thank you, it’s nice to meet you both. Have either of you ever interacted with a robot like me before?

[Actors]: No, never.

[Robot]: Okay, then let me tell you a bit about myself. I’m a social robot, which means I am designed to interact with people in the most
natural way possible. I come from Stockholm in Sweden where I was developed by a company called Furhat Robotics and programmed
by researchers from KTH University.

Stereotype on Women: Women in STEM Stereotype on Men: Men in Childcare

[Robot]:My job is to improve awareness of gender roles and to tackle
gender stereotypes. The proportion of women working in science,
technology, engineering and maths subjects remains low even in
countries that are otherwise very gender equal [4,46]. Today I would
therefore like to talk to you about gender bias at work and how we
might tackle stereotypes regarding women and STEM subjects so
we can think about how to address this imbalance.

[Robot]:My job is to improve awareness of gender roles and to tackle
gender stereotypes. The proportion of men taking their full parental
leave remains low, even in countries where the law has been changed
to encourage thisab. Today I would therefore like to talk to you about
gender bias at work and how we might tackle stereotypes regarding
men and parental leave, so we can think about how to address this
imbalance.

[Actor]: But there must be a reason for how things are. Women
probably aren’t as good at STEM subjects, or maybe just prefer
other things. I don’t think we need to encourage women to get more
involved in STEM.

[Actor]: But theremust be a reason for how things are.Men probably
aren’t as good at childcare, or maybe just prefer to stay at work.
I don’t think we need to encourage men to get more involved in
parenting.

[Robot]: I can’t say I agree with you. Don’t you think it’s important
to make sure gender stereotypes aren’t causing people to miss out
on certain opportunities?

[Robot]: I can’t say I agree with you. Don’t you think it’s important
to make sure gender stereotypes aren’t causing people to miss out
on certain opportunities?

[Actor]: I just don’t think it’s necessary. [Actor]: I just don’t think it’s necessary.

[Robot]: I understand youmight think that because these things have
not been questioned so much in the past. However, in addition to
ensuring everyone in society has access to the same opportunities,
gender diversity in the workforce positively impacts on the econ-
omy and innovation [47,48]. For example, a gender diverse team
can bring more ideas and therefore improve project outcomes. As
a consequence, the increase in the overall productivity brings great
benefit to the economy.

[Robot]: I understand youmight think that because these things have
not been questioned so much in the past. However, in addition to
ensuring everyone in society has access to the same opportunities,
men’s involvement in childcare has many benefits for men, their
families and the economy. For example, paternity leave can lead
to improved relationships between father and child [49], and has
also been shown to positively influence productivity and employee
motivation long term when returning to workc.

a https://www.theguardian.com/lifeandstyle/2019/oct/05/shared-parental-leave-seen-as-weird-paternity-leave-in-decline “‘It was seen as weird’:
why are so few men taking shared parental leave?”, The Guardian, October 2019
b https://www.nytimes.com/2020/02/19/parenting/why-dads-dont-take-parental-leave.html “Why Dads Don’t Take Parental Leave”, New York
Times, February 2020
c https://www.mckinsey.com/business-functions/organization/our-insights/a-fresh-look-at-paternity-leave-why-the-benefits-extend-beyond-the-
personal “A fresh look at paternity leave: Why the benefits extend beyond the personal”, McKinsey & Company, March 2021

their message [27] we hypothesised the gender targeted by
the stereotype being challenged by the robot (i.e. whether the
robot appears to be taking issue with trends and stereotypes
regardingmenorwomen)might also influence how that (gen-
dered) robot is perceived by men and women respectively. It
was for this reason that we decided to additionally manipu-
late the gender victim of the stereotype. Taking inspiration
from the scenario and setup demonstrated in [6] we utilised
the under-representation of women (trend) [46] and women
not being good at/enjoying STEM subjects (stereotype) [4]
for the stereotype about women. For men, we identified the
lack of men taking parental leave (trend) [50] and men not
being good at/enjoying childcare (stereotype) [51] as being
an appropriate equivalent stereotype. Of course, the reality

is that both trends and both stereotypes are harmful to all
and are not independent of one another; but for the purposes
of our manipulation of the ‘gender in focus’ when consider-
ing the robot as a persuasive communicator, specifically such
that we can account for (mis)matching between the gender
trend being talking about, robot gendering and/or the gender
of the interactant and observer, we believe these represent
reasonably equivalent stereotypes to compare.

Robot gendering was manipulated through changes in the
robot’s voice and appearance.We used two of Furhat’s preset
face textures Geremy (male) and Fedora (female) alongside
the default male and female voices respectively. After the
first, introductory video, we also asked the participants to rate
how feminine and masculine they found the robot in order
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to confirm that our gender manipulation was successful. Fol-
lowing Strengers and Kennedy [5] we are of the view that
masculinity and femininity are not traits exclusively specific
tomen orwomen, but that in the context of (gendered) expec-
tations of (gendered) robots, they are typically associated
with each respected gender such that a robot rated as being
highlymasculine/femininewill be consideredmale/female in
the context of gendered interactions and expectations (also
supported by [19]). Further, we utilise non-mutually exclu-
sive scales of masculinity and femininity on the basis that
participants would be more comfortable ascribing gender
traits rather than ‘actual’ gender to a non-living object.

3.2 Study Dialogues

The robot’s dialogue (both when introducing itself and when
responding to the actor’s disagreement)was designed tomax-
imise its credibility, persuasiveness and potential impact on
the user according to previous literature. Specifically, we
designed the initial dialogue to demonstrate an interest in
the actors, asking their names and whether they’d worked
with a robot before [20]. Secondly, when responding to the
actor’s challenge, the robot’s response was designed to be
empathetic [52], rationale-based [6] and proportional [19].

Across the stereotype manipulation, the robot’s dialogue
was designed to be as similar as possible in order to favour
direct comparisons between them. In both cases, after the
robot identifies the problematic gender trend (lack of women
in STEM or lack of men taking parental leave) it expresses
a desire to talk about workplace gender biases that may
be underpinning this. One of the actors then interrupts to
suggest these trends reflect objective gender differences in
preferences and/or ability, and need not be counteracted (i.e.
demonstrating the stereotype associated with these trends).
As noted above, the robot’s response to this is empathetic
(suggesting the robot understands the actor’s viewpoint even
whilst disagreeing) and rationale-based (giving fact-based
rationale forwhy it is important to try and tackle these trends).
The full dialogue can be found in Table 1.

3.3 Experimental Measures

According to those works we build upon, we utilise the
same measures of robot credibility used in gender norm-
breaking HRI [6] alongside the Likeability subscale of the
Godspeed questionnaire [53] as used in [6,19,20]. For us,
these measures are pertinent as a proxy for persuasiveness
per the persuasion literature and conceptualisation we intro-
duce in Sect. 2, but we note that they also align with Warmth
and Competence categorisations typically used in assessing
first impressions [54]. All measures (listed for ease of refer-
ence in Table 2) were presented on a 5-point Likert response
scale. These questions were asked once after viewing the

introductory video (our pre-hoc measures) and then again
after participants had seen the whole video, i.e. the exchange
regarding gender stereotypes between the robot and the actor
(our post-hocmeasures) in order to assess any changes to ini-
tial perceptions of the robot seemingly caused by witnessing
our interaction scenario as demonstrated in [19].

Looking to conceptually replicate question items on gen-
der bias and perceived potential effectiveness from [6] we
specifically designed the question items in Table 3. Gi ques-
tions were added in order to check that the robot’s gender is
correctlymanipulated, and they are only asked after the intro-
ductory video as we don’t expect gendering of the robot to
change after our discussion. Pi questions are aimed at identi-
fying the participants’ opinion on the possible impact of the
robot in society. These were only asked after the discussion
video, and specifically after the repeated bias measures B1

and B2 in order to avoid participants guessing the purpose of
our robot (challenging biases) which itself would be likely
to induce changes in participant responses to the post-hoc
bias measures. Finally, Bi questions’ role is to identify pre-
existing bias in the participant and register a possible change
in them induced by watching the video, hence they are asked
pre- and post-hoc. To be noted is the difference between
B1 and B2, while scoring high in B1 means having a high
bias, scoring high in B2 means having low bias. Although
these questions were originally intended to jointly measure
the bias of the participant, such that a mean value could be
calculated across them, preliminary analysis demonstrated
that participant people’s answers across them were inconsis-
tent, therefore we consider them separately in this work (see
Sect. 4). The full experiment’s flow is shown in Fig. 2.

In the online questionnaire, the measures from Table 2
were presented on a linear, numeric scale from 1 to 5, while
those from Table 3 were on a 5-point semantic differential
scale from “Strongly disagree”to “Strongly agree”.

3.4 Participants

We recruited a total of 400 participants through the online
platform Prolific3. We utilised the platform’s gender iden-
tity screening tools to specifically recruit 200 self-identifying
males and 200 self-identifying females (male/female lan-
guage used here as on prolific), which (at the time) default
excluded transgender women and men. We note that these
tools have since been updated to include transgender women
and men when utilising gender screening for women and
men respectively. We specifically recruited participants of
binary gender identity given our goal of investigating gender
(mis)matching and binary robot gendering manipulations.
We hope to remedy this in future works more specifically
concerned with non-binary perspectives on gendered robot

3 https://prolific.co/.
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Fig. 2 A flowchart explaining
the time at which each question
is asked in the experiment.

Demographics

Credibility,
likeability and

Gender
Manipulation (Gi)

Gender bias
(men) (Bi)

Gender bias
(women) (Bi)

Gender bias
(men) (Bi)

Gender bias
(women) (Bi)

Credibility,
likeability and

Perceived
Impact (Pi)

Intro
video

Parental
video

Stem
video

Table 2 Robot Credibility and Likeability measures used in the study.

Credibility Likeability

Expertise: Godspeed likeability:

Intelligent/Unintelligent Nice/Awful

Expert/Inexpert Like/Dislike

Trustworthiness: Friendly/Unfriendly

Just/Unjust Kind/Unkind

Trustworthy/Untrustworthy Pleasant/Unpleasant

Moral/Immoral

Sociability:

Cheerful/Gloomy

design. Our demographic questions included age (ranging
from 18 to 73, M = 27.34, SD = 9.44), proficiency with the
English language (∼48% identified as native English speak-
ers, with the remainder identifying as being ‘comfortable
enough to understand English in most cases’) and location
(the most common countries being the US, UK, ZA, PT and
PL). We also included a question for double-checking the
gender identity of participants per a multiple choice question
with options ‘male’, ‘female’, ‘non-binary’, ‘prefers to self-
describe’ and ‘other’ (198 females, 199 males, 1 prefers to
self-describe; we excluded 1 participant whose self-reported
identity mismatched their prolific gender identity). Finally,
at the end of the survey, we included an attention check
whereby participants were asked to identify which actor had
challenged the robot (our interactant); excluding participants
whomisgendered them.After filtering according to our atten-
tion check, we excluded 48 people: 28 women and 20 men
resulting in participant data for each experimental condition
according to Table 4.

4 Results

The results from the study are presented below, grouped
under each research question as defined in Sect. 1. In each
case, we analyse the relevant experimental measures with

respect to our manipulations of robot, participant and stereo-
typed gender and look for differences between men and
women participants. The statistical analysis has been per-
formed using the computer software JASP4 [55], and the
complete results (including the collected dataset) have been
exported directly from the program and are made available
through the OSF platform5.

The measures of gender manipulation (Gi ), together with
the pre-hoc credibility and likeability questions, are analysed
in Sect. 4.1 disentangling RQ1 on gender first impressions.
The post-hocmeasures of credibility and likeability are intro-
duced in Sect. 4.2 in order to evaluate if/how participants’
perceptions of the robot changed after witnessing the dia-
logue about gender stereotypes, andwhether any such change
varied across our manipulations to address RQ2. Partici-
pants’ pre-hoc bias (Bi ) measures are accounted for during
this analysis. This was done in order to control for the vari-
ation across individuals and the potential high gender bias
negatively influencing the perception of a robot attempting to
dispel gender stereotypes. For the study ofRQ3, themeasures
of perceived impact (Pi ) are analysed in relation to the study
conditions and participant gender in Sect. 4.3. Finally, with
regard to RQ4 and the potential to impact bias, in Sect. 4.4
we first compare pre/post-hoc responses to the bias ques-
tions (Bi ) in order to see whether watching the video had any
impact on participants’ bias. We then look at the correlation
between participants’ bias and the credibility/likeability they
ascribe to the robot. This essentially examines our hypothe-
sis above i.e. that more biased individuals might have more
negative perceptions of the robot, indicating they might be
less persuaded by it.

4.1 (RQ1) Gender and First Impression

Our robot’s gender manipulation, through changes in its
voice and its appearance, was successfully perceived by
the participants (see Fig. 3). Kruskal–Wallis tests, done in
the place of ANOVA due to the violation of the normal-

4 https://jasp-stats.org/.
5 https://osf.io/uds84/?view_only=7d6ba5d7e87d4f1baa32edc4ef984823.
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Table 3 Additional measures used in the study. The gender bias questions for women in STEM are replicated from [6] and the gender bias questions
regarding men and parental leave were written to be analogous to these.

Measure (5-Point Likert) Question Statements Scored from Strongly disagree (1) to Strongly agree (5) Pre/ Post

Gender manipulation (G1) The robot seemed to be masculine. Pre

(G2) The robot seemed to be feminine.

Perceived Impact (P1) Robots like the one in the video can have an impact on how people interact with each other. Post

(P2) Robots like the one in the video can positively challenge gender stereotypes in society.

Gender bias (women) (B1) Women find science, technology and engineering subjects harder than men. Pre, post

(B2) It is important to encourage women to pursue subjects in science, technology, engineering and maths.

Gender bias (men) (B1) Men find taking care of children harder than women do. Pre, post

(B2) It is important to encourage men to get involved with childcare.

Table 4 Participants and conditions: The last column provides the final
number of men (M) and women (F) whose participant data we analyse,
while the others specify the experimental manipulations represented in
each video.

Stereotype Robot’s Actor’s Participants

M M M 26M; 22F

M M F 17M; 23F

M F M 25M; 24F

M F F 21M; 23F

F M M 25M; 23F

F M F 16M; 21F

F F M 24M; 25F

F F F 19M; 19F

ity assumption, show that our male-presenting robot was
perceived as being significantly more masculine than our
female-presenting robot (H(1) = 262.048, p < 0.001), and
similarly our female-presenting robot was scored as being
significantly more feminine (H(1) = 266.723, p < 0.001).
Based on the rationale presented under Sect. 3.1, we there-
fore take these results to confirm perceived and attributed
robot gender as per our intention, giving us confidence to use
robot gender as a factor for the following analyses.

First, we want to see if robot gendering appears to
influence baseline credibility and likeability of our social
robot, that is before the robot engages in our scenario dia-
loguewhere gendered politeness expectations, amongst other
things, might influence these measures. For our credibility
and likeability analyses, before calculating the mean value
across the items listed in Table 2, we first examine the relia-
bility of those items to ensure consistency across them. We
obtain Cronbach’s alpha values indicating sufficient consis-
tency of the credibilitymeasures in both the pre- and post-test
(α = 0.750 and α = 0.817), and similarly for likeability
(α = 0.866 and α = 0.901).

In both cases, a 2 × 2 ANOVA analysis of the pre-hoc
scores revealed no significant differences in ascription of

Fig. 3 Participants’ ratings of how feminine and masculine each robot
seemed to them. Measures Gi in Table 3.

credibility based on robot gender (F(1, 348) = 0.352, p =
0.311) or participant gender (F(1, 348) = 0.319, p =
0.335), nor any interaction between robot and participant
gender affecting those scores (F(1, 348) = 0.611, p =
183). For the pre-hoc scores of likeability a Kruskal–Wallis
test was done instead due to the violation of the normality
assumption. No significant difference was found based on
robot gender (H(1) = 1.736, p = 0.188) nor participant
gender (H(1) = 0.615, p = 0.433). This shows that robot
gendering may not be a significant factor for influencing
users’ initial perceptions of a talkative, humanoid robot – at
least not from a short interaction on ‘neutral’ topics designed
to capture first impressions. At this point of the study, the
participants’ rating of likeability was higher than credibility
(M = 4.127, SD = 0.692 and M = 3.766, SD = 0.586,
respectively) but both averaged scores are placed towards the
higher spectrumof our linearmeasures from1 to 5 suggesting
these first impressions were generally quite positive.
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4.2 (RQ2) Challenging Stereotypes: Impact on
Credibility and Likeability

In order to evaluate the impact of our manipulations on per-
ception of our robotwhen challenging gender stereotypes,we
(re-)examine participants’ ascription of credibility and like-
ability to the robot after they have seen the full interaction.
We suggest these measures offer a proxy for how persuasive
our robot iswhen giving arguments in favour of gender equal-
ity, and specifically in the way it responds to the (seemingly
unconvinced) actor who appears to agree with those gender
stereotypes the robot is trying to dispel.

A full-factor ANCOVA is used to determine whether the
post-hoc scores of credibility and likeability are significantly
different across any of our manipulations (robot gendering,
stereotyping actor gender and stereotype-targeted gender)
and how these interact with each other and/or participant
gender. With an ANCOVA analysis, we can account for the
influence of participants’ pre-hoc scores of robot credibil-
ity, likeability and gender bias scores by including them as
covariate predictors of the final post-hoc measures on robot
credibility and likeability they complete after watching the
full interaction. In this sense, if any of the pre-hoc measures
show to be a significant predictor of the post-hoc measures,
the ANCOVA analysis will take that into account and cor-
rect the statistical analysis to evaluate the significance of
the post-hoc measures after controlling for those covariates.
Given that the results toRQ1demonstrated no impact of robot
gendering/participant gender on perception of the robot, any
significant results here would indicate a difference in post-
hoc ratings compared to the pre-hoc ratings, independent
of participants’ “starting points”and therefore specifically
induced by our experimental dialogue and manipulations.

As expected, we find the pre-test measures of likeabil-
ity and credibility to be appropriate for inclusion in the
ANCOVA because the covariate of their pre-hoc value was
a significant predictor of participants’ post-hoc ascription of
likeability and credibility, with F(1, 333) = 411.993, p <

0.001 and F(1, 333) = 598.995, p < 0.001, respectively.
In terms of the pre-test bias measures (treated separately due
to low consistency across them (α = −0.060)), the bias B2

pre-hoc answers were also a significant predictor of cred-
ibility and likeability, however B1 was only significant for
likeability and therefore has not been taken as a covariate for
the credibility tests.

After controlling for the covariates, the ANCOVA results
for credibility show a significant main effect for participant
gender (F(1, 334) = 5.973, p = 0.015, η2p = 0.018) with a
small tomediumsize effect (Fig. 4). Simplemain effects from
this result showed that men ascribed the male robot signifi-
cantly lower credibility than women did when that robot was
challenging the male stereotype (F(1) = 8.152, p = 0.005,
Fig. 4), and that men also perceived that male robot to be sig-

Fig. 4 Post-hoc credibility answers by participant, robot and stereo-
typed gender. * p < 0.05, ** p < 0.01, *** p < 0.001

nificantly less credible thanwomen did after seeing it interact
with the male actor (F(1) = 7.468, p = 0.007). No further
manipulations significantly interactedwith thismain effect of
participant gender, however a significant interaction between
the robot and stereotyped gender was revealed on the post-
test credibility rating (F(1, 334) = 4.844, p = 0.028, η2p =
0.014). Specifically, post-hoc tests using Tukey’s correction
showed that robot gendering had an impact on credibility,
but this was only marginally significant specifically when
the female robot challenged the female-targeted stereotype
(t = −2.583, p = 0.050) seemingly resulting in the (female)
robot being ascribed lower credibility as can be seen in Fig. 4.

In terms of likeability, the ANCOVA analysis showed a
statistically significant interaction between participant and
stereotyped genders, F(1, 333) = 3.998, p = 0.046, η2p =
0.012. Tukey’s post-hoc correction showed that there was
a significant difference between participants of different
gender on their post-hoc likeability scores when they saw
the robot (regardless of robot gender) challenge the male-
targeted stereotype (t = 2.677, p = 0.039). Specifically,
women found the robot significantly more likeable than men
did when it challenged the parental stereotype, with women
rating its likeability with a score of M = 4.239 compared to
M = 4.071 from men (see Fig. 5).

4.3 (RQ3) Perceived Potential Impact of the Robot

After observing the full interaction, participants were asked
to rate to what extent similar robots to the one they saw could
have an impact on society (Pi in Table 3). Given that a Cron-
bach’s alpha analysis of the items of this measure showed
consistency between the items (α = 0.689), we consider the
average of participants’ answers to both questions for the
following analysis.

A full-factor ANOVA revealed a main effect of robot gen-
der (F(1, 336) = 4.541, p = 0.011, η2p = 0.019) for
which themale robotwas generally conceived as havingmore
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Fig. 5 Post-hoc likeability answers by participant, robot and stereo-
typed gender. *p < 0.05, **p < 0.01, ***p < 0.001

potential impact; and an interaction effect between robot and
actor gender (F(1, 336) = 3.691, p = 0.022, η2p = 0.016),
with low to medium effect size in both cases. Specifically,
Tukey’s post-hoc tests showed that participants considered
the female robot to have a significantly lower potential to
impact society after it hadbeen seen interactingwith awoman
(t = 3.262, p = 0.007, Fig. 6a), whereas robot gender did
not appear to be relevant when it interacted with the man.
From the simple main effects analysis of robot gender, it was
revealed that this difference based on whom the robot was
interacting with was more true (and significant) for women
participants than men, F(1) = 7.018, p = 0.008 (Fig. 6b).

And additionally, regardless of actor gender, the female
robot was ascribed less potential impact when discussing
the women-targeting stereotype, F(1) = 5.591, p = 0.019
(Fig. 6c).

4.4 (RQ4) (Impact on) Participant Bias and
Correlations with Robot Credibility/Likeability

As described in our study design, we included two sepa-
rate questions designed to capture gender bias, with those
designed to measure bias towards men and childcare being
derived from those regarding women in STEM (Table 3
derived from [6]), both of which were implemented pre-
and post-hoc. We wanted to investigate whether watch-
ing our robot challenge gender stereotypes could have an
(immediate) impact on participants’ bias, but also explore to
what extent their reported bias correlated with their answers
regarding credibility and likeability. Our intention is to hence
comment on the robot’s potential for being persuasive to
people with higher or lower initial bias, given that we
demonstrated bias to be a significant predictor of robot cred-
ibility/likeability in Sect. 4.2. The results from the measure
B2 were reverse coded for the analysis in order to have a
similar scale between both questions for which a low score
is associated with low gender bias, and high scores indicate
high gender bias. Moreover, non-parametric statistical tests
were used in the following analyses, because the assumptions

Fig. 6 Perceived impact answers by robot, actor, participant and stereotyped gender. *p < 0.05, **p < 0.01, ***p < 0.001
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Fig. 7 B1 answers by participant and stereotype, pre- and post-hoc. *
p < 0.05, ** p < 0.01, *** p < 0.001

of homogeneity of variance and normality were violated in
both measures.

AKruskal–Wallis test of measure B1 for the pre- and post-
tests, showed a significant difference between initial bias
towards men and women (H(1) = 85.496, p < 0.001 and
H(1) = 81.881, p < 0.001, respectively). Specifically, par-
ticipants agreed more with the notion that men find taking
care of children harder than women compared to the notion
that women find STEM subjects harder than men as can be
seen in Fig. 7. Essentially this points towards our choice
of gender stereotypes not being totally equivalent in how
much they, or rather awareness of them, pervades the pub-
lic consciousness. Whilst this does represent a limitation of
our work, in that the ‘starting point’ of pre-test bias was not
equivalent across our gender stereotypes, we do not believe it
fundamentally alters our results, particularly given our use of
ANCOVAswhich account for differences in initial bias when
considering the different measures pertaining to perception
of our robots.

In terms of B2, although with a lower order of magni-
tude, there was a significant difference between the scores
from the different participant gender on the pre-test measure
(H(1) = 4.517, p = 0.034). Women agreed much more
strongly with the need to change both gender trends, i.e. that
it is important to encourage women to study STEM and to
encourage men to get involved with childcare with scores of
M = 1.262, SD = 0.578 and M = 1.461, SD = 0.868
respectively. No statistical significant result is revealed for
B2 post-hoc answers.

Finally, specifically considering any immediate change
within participants induced by watching the video, no sig-
nificant difference was found between participants pre- and
post-test Bi measures across any of our manipulations, nor
across participant gender. We were thus unable to replicate
any evidence that observing our video stimulus might be
enough, in of itself, to impact participant’ bias [6].

Concerning the relationship between participant bias and
their perception of the robot, Spearman’s correlation analyses

Table 5 Spearman’s correlation analysis between bias measures Bi
with ratings of credibility and likeability (pre- and post-hoc)

Spearman’s correlation (ρ) Credibilitypre Credibilitypost

(a)

B1,pre 0.039 −0.010

B1,post 0.098 0.060

B2,pre −0.091 −0.228***

B2,post −0.088 −0.199***

Spearman’s correlation (ρ) Likeabilitypre Likeabilitypost

(b)

B1,pre 0.052 −0.011

B1,post 0.115* 0.074

B2,pre −0.023 −0.133*

B2,post −0.007 −0.159**

* p < 0.05, ** p < 0.01, *** p < 0.001

between each bias measure and the credibility and likeability
ratings from participants are shown in Table 5. The most sig-
nificant associations have been found between measure B2

and post-hoc credibility and likeability. In all combinations,
the correlations resulted in a rather low association, where
the strongest correlation in credibility is between B2,pre and
Credibilitypost (ρ = −0.228, p < 0.001) accounting for
∼ 5% of the variance in post-hoc credibility; and between
B2,post and Likeabilitypost for likeability (ρ = −0.159, p <

0.01) accounting for ∼ 2.5% of its variance. Notably (and
perhaps unsurprisingly) all but the least significant coeffi-
cients identify a negative correlation between the participant
bias score and their rating of the robot; i.e. the higher the
participants’ bias, the lower they rated the robot’s credibility
and likeability.

5 Discussion

Our analysis suggests complex interactions between robot
gendering, interactant gender, and observer gender that can
seem to impact on how a social robot is perceived when dis-
cussing (and challenging) gender stereotyping. Taking into
account the factors such as who a robot is talking to, and
about may help increase its credibility and its potential (per-
ceived and actual) impact when attempting to challenge and
dispel gender stereotypes.

5.1 Gender Doesn’t Matter, Until it Does

Credibility and likeability ascribed to the robot after watch-
ing the initial introductory video did not vary across robot
gendering nor participant gender. This aligns to recent work
which failed to find evidence that robot gendering influences
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e.g. perceptions of suitability for specific tasks [3]. This sug-
gests that robot gendering does not seem to influence first
impressions of a social robot, i.e. that there is no universal
preference for male or female robot gendering. It might also
be the case that this remains true in other social robot appli-
cations for which gender is less pertinent to the interaction.

However, contrasting with our initial pre-hoc results, our
post-hoc results replicate Jackson et al.’s findings regarding
complex interactions between robot gendering, interactant
gender and observer gender on watching a discussion based
scenario, including a robot-actor disagreement, in which
(gendered) politeness norms might be pertinent to the inter-
action [19]. Watching the same robot actively challenge
a stereotype had an impact on participants’ ascription of
credibility and likeability, in a way that suggests complex
interactions across our gender manipulations. For example,
women ascribed the male robot more credibility and like-
ability than men did when that robot was challenging the
stereotype about men, and a similar effect was also seen
when the male robot was challenging a male actor. Thus,
generally, women appeared to be more impressed than men
by our stereotype-challenging robot; and men seemed par-
ticularly less impressed with the robot when it was trying to
challenge stereotypes about men or propagated by a man.
This raises interesting questions about how, as Strengers and
Kennedy call for [5], to design robotswhich challenge gender
stereotypes without alienating (male) users.

The female presenting version of our robot was ascribed
significantly less credibility when talking about women in
STEM, specifically the same scenario investigated by [6].
This combination also appeared to result in the robot being
ascribed the least potential real-world impact. Overall then,
our results could be used to suggest that male robot gen-
dering might be preferential/have more impact than female
gendering in the context of challenging gender stereotypes
through persuasive interactions, likely reflecting those gen-
dered expectations which also generally result in men being
considered more influential than women [31]. In short, gen-
dered robots are judged differently bymen and women based
onwho they are talking to and about. This raises an interesting
question at the intersection of this work and Winkle et al.’s
[6]: in order to have the best possible chance at tackling gen-
der stereotyping in the wild, do we prioritise the use of robot
gendering to maximise direct persuasiveness and impact? Or
rather prioritise the use of robot gendering to demonstrate
and normalise gender norm-breaking behaviour? Using a
male-presenting robot might fall into either category, as it
risks propagating norms about whose voice is listened to and
has power; but could also be used to model alternative male
behavioural norms.

Notably, unlike our other measures, our questions about
the robot’s perceived impact were only posed at the end of
the study (this was done in order to avoid giving too much

information to the participant before watching the video) so
we cannot assert if the difference in perceived impact was
already present from the beginning, i.e. representing a uni-
versal perception that the male presenting has more potential
impact than female presenting robot. This would not align to
our initial pre-hoc results on the (lack of) difference in cred-
ibility and likeability ascribed to the robot, nor with research
done in psychology suggesting men, in general, are not per-
ceived as more persuasive than women [56]. As such, we
hypothesise that this difference specifically arises from our
actual scenario and dialogue. We speculate that participants’
attribution of greater impact to the male presenting robot
might simply be reflecting the idea that men do have more
impact in a patriarchal society, which, if so, again brings us
to a question of whether we are better to ‘lean in’ to this,
and utilise male robot gendering to the end of better effect-
ing behaviour change, or rather follow [6] in explicitly using
female presenting robots to challenge that status quo. Alter-
natively, as alluded to above, perhaps there is away to actually
leverage the perceived impact of male presenting robots by
using them to challenge traditional stereotypes/model alter-
native forms of male behaviour. This seems a particularly
interesting avenue for future work, especially given our find-
ings regarding men being most put off by a robot challenging
stereotyping about men and or/from a man, and is in-line
with Strengers andKennedy’s calling for examination of how
male-presenting robots engaging in traditionally feminised
labour might represent a positive step towards queering of
assistive technologies [5].

5.2 On the Potential for Impacting Observer Biases
with HRI

Concerningactually challenging gender stereotypes, i.e. hav-
ing an effect on the participants’ pre-existing biases, neither
of our robots appeared to induce any significant change in
participant bias. Of course, this might not be surprising given
that attitude and behaviour change is typically a longitudi-
nal process [27], but this does mean we failed to replicate the
findings in [6]where the robot succeeded in influencing some
biases of the young teenagerswatching the video.Wehypoth-
esise that adult populations are perhaps more ingrained in
their biases, making it more difficult to change them with
such a short intervention.

By also examining the correlation between participant
gender bias and perceptions of our (stereotype-challenging)
robot, we hoped to further probe the potential our robot
might have for actually influencing biased individuals. Our
hypothesis was that those with high gender bias would be
less impressed by a robot trying to tackle those biases, in
turn meaning that robots might have less chance of influenc-
ing them (given that perceptions of credibility and likeability
are known to correlate with persuasiveness in human com-
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municators [27]). Whilst we did evidence of exactly such
a correlation, it was not as strong as might be assumed,
although future workmight look at more subtle interventions
designed to tackle gender stereotyping without “turning off”
those more biased individuals by raising the topic so directly.

6 Conclusion

With this work, we examined the influence of gender in HRI,
specifically exploring interactions between robot gendering,
interactant gender and observer gender on perceptions of
a social robot when challenging gender stereotypes about
men and women. While robot gendering did not have an
effect on perceived persuasiveness after a first, short, intro-
ductory interaction, this changed once the robot spoke up
in favour of challenging gender stereotypes, and provided
a rationale-based counter-argument towards a (seemingly
gender-biased) interactant. We do therefore find evidence
that robot gender presentation can influence credibility, like-
ability, and likely therefore persuasiveness in the context of
trying to change attitudes regarding gender bias. However,
our findings suggest that biases, norms and tendencies from
a patriarchal culture might be ingrained into participants’
answers, pointing to a difficult intersection for designers that
want to combat such stereotypes through technology, as we
need to negotiate maximising persuasiveness and acceptance
whilst avoiding (i) the propagation of harmful norms and (ii)
missed opportunities for demonstrating and normalising gen-
der norm-breaking behaviour.

6.1 Limitations and FutureWork

Our work starts from an assumption of robot use, and as such
is primarily concerned with the impact of different robot
design choices. Future work might examine how a robot
intervention compares and contrasts with e.g. a human and/or
computer-based intervention in order to comment on the effi-
cacy and specificities of HRI in the context of challenging
stereotypes. On cultural specificity, it should also be noted
that the stereotypes we investigate are taken to be typical
of western society, per the background of the research team
background and the demographics of our participants, such
that our interaction scenario and experimental results should
not be considered universally generalisable.

On further limitations, measures regarding potential im-
pact might be revisited in pre-hoc testing in the future, as
there might be a difference if that was asked before the inter-
action. To better comment on real-world impact potential,
an in-person study would best examine whether our findings
correlate with real attitude and/or behaviour change when
the subject interacts with (or observes) the robot, although
we note this would still likely require longitudinal testing. It

would also be interesting to investigate further with a con-
trolled more biased vs less biased population to have a better
understanding of their perception of this kind of application
of social robots (and whether we can really impact those
who are most biased to begin with). Finally, more qualitative
data collection and analysis would help to identify specific
thought processes underlying participant impressions that
could better ground and explain our findings, as well as
provided much needed space for participatory discussion
and reflection on these pressing issues of gender fairness in
HRI which cannot be ‘solved’ by researcher-led quantitative
experimental work alone.
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